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Abstract

This paper proposes an adaptive method for separa-
tion of foreground and background in low quality color
document images. A connected component labelling is ini-
tially implemented to capture the spatially connected sim-
ilar color pixels. Next, dominant background components
are determined to divide the entire image is into number
of grids each representing local uniformity in illumination,
background, etc. Finally foreground parts are located us-
ing local information around them. Several color images of
old historical documents including manuscripts of high im-
portance are used in the experiment. Apart from a quali-
tative evaluation, results are quantitatively compared with
one popular foreground/background separation technique.

1. Introduction

With the widespread development of input devices for
color images, several types of documents including histor-
ical ones are now often scanned in color mode. Therefore,
research dealing with color documents has gained consider-
able attention in the recent past. The work presented here is
motivated by this current research trend.

Studies dealing with foreground/background separation
in color documents are few in number and quite differ-
ent from the traditional binarization methods [1] and are
broadly based on color clustering/segmentation principle
[2]. Some initial studies (e.g. [3]-[6] etc.) in this domain
concentrate on extraction of text parts from color images.
Experiments have been conducted on images of printed doc-
uments [4], of Internet pages [3, 6], scene images from dig-
ital camera [5], etc. Images used in these experiments are
mostly well contrasted and not very much suffered from
several image defects that are generally observed in low
quality (e.g. historical) documents.

Studies described in [7, 8] are directly focused on sepa-
rating foreground and background in color documents. The

method in [7] involves a manual registration of template
color maps and identifies color map in a target document by
a quantization algorithm. The technique presented by Ley-
dier et al. [8], achieves foreground-background segmenta-
tion by a serialized K-means algorithm. This approach also
involves a manual intervention to set the number of logical
classes and the color samples for each logical class to ini-
tialize the initial cluster centers in the K-means algorithm.
Experiment showed that the parameters used in the algo-
rithm can have a heavy impact on the performance as well
as on the computational time.

Interestingly, DjVu [9] implements an efficient
foreground-background separation in the context of
compression. The approach is based on a multi-scale bi-
color clustering that considers several grids of increas-
ing resolution. The technique works well for a large class
of documents (gray as well as color) but fails for doc-
uments with low contrasted foreground and background
as often observed in low quality manuscripts. Some fail-
ures are demonstrated in section 3 of this paper.

This paper presents an alternative algorithm for fore-
ground/background separation in color documents. An spe-
cial emphasis is put on processing of historical documents
that in general, are suffered from many degradations like
uneven illumination, noise, aging effect, etc. The approach
during its execution does not require any human interven-
tion and is applicable for printed as well as handwritten
manuscripts. The method is quite adaptive in nature to cap-
ture nonuniformities in illumination, background, etc. and
produces acceptable results on a range of test images start-
ing good to very low quality. The rest of the paper describes
the proposed method and experimental results.

2. The Proposed Method

Our proposed method consists several processing steps
as explained below:

Preprocessing step: This is an optional one and mainly
deals with color smoothing in an input image. In our ap-
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proach, each pixel color is reassigned to an average color
value found within a small region surrounding that pixel.
Color of each pixel (X) is redefined as the mean color com-
puted in a 3 × 3 window surrounding the pixel, X (X be-
ing at the center of the window). However, for applications
dealing with specific documents, one may incorporate more
sophisticated smoothing techniques.

Connected Component Labelling (CCL): CCL is exe-
cuted on the entire image. Since the traditional CCL algo-
rithm assumes an image in binary mode and only considers
spatial connectivity (e.g. 4- or 8-connectivity), we modify
this algorithm to capture color information and spatial de-
tails at the same time. The Algorithm-I presents the modi-
fied algorithm. Please note that for the same image, CCL re-
sult returned by the Algorithm-I will differ in different color
spaces and even within the same color space results differ
with different values of the threshold, τ .

Algorithm-I: Connected Component Labelling (CCL) in
Color Space

Input: Color Image (I) and Output: Labelled image consists of k

number of connected components, c1, c2, . . . , ck.
Initialization: All pixels are initially unlabelled.
S: is the stack of pixel coordinates;
L: is the label value and initialized to 1;
for i=1 to H (image height in pixels)

for j = 1 to W (image width in pixels)
if X = I(i,j) is unlabelled

push(X);
while Stack (S) is not empty

Y = pop();
Label(Y) = L;
Compute the current mean color (µL) for
the component cL

If P1, P2, . . . , P8 are the 8-connected
pixels of Y then for each unlabelled Pk

Compute distance1
Dk = color(Pk) − µL ;

If Dk < τ (a pre-defined threshold) push(Pk);
end while;
L=L+1;

end if;
end for;

end for;
Selection of Color Space: Experimentally it is verified that
end results presented in section-3 are comparable in all four
different color spaces (RGB, HSV (or HSI), YCbCr, and
CIE L*u*v*). However, HSV is preferred for the present
application because if the color spaces (for the same image)
are forced (by controlling the threshold value, (τ )) to gen-
erate the same (or nearly the same) number of connected

1 Results reported in section 3 are based on an Euclidian distance mea-
sure defined in the HSV space (H, S and V are normalized to have val-
ues in [0, 1] but other distance measures are now being investigated.

components, a single component in HSV is broken into less
number of components as compared to other color spaces.
Therefore, CCL under HSV eventually generates less num-
ber of connected components than in other color spaces and
makes the subsequent processing (as described later) faster.
However, instead of using one color space at a time, more
than one color (e.g. [8] uses RGB and HSV values together)
space can improve the CCL results.

Automatic selection of τ : Considering the varying nature
of documents, we prefer to automatically select the thresh-
old value (τ ) rather setting it to a predefined value. The
τ is calculated from the input image by considering only
the adjacent pair of pixels in row and column wise manner.
The maximum color distance between such pixel pairs are
recorded for each row and column and an average of these
values serves as the threshold, τ used in the Algorithm-I.

Identification of dominant background: Let
c1, c2, . . . , ck be the k no. of connected components
found by the Algorithm-I. Each component (ci is the
i-th component) is tagged with its label (i), size (Si)
in terms of number of member pixels, center of iner-
tia (Ci(x, y)), top-left and bottom-right coordinates of
its surrounding bounding box (bbox) and other three val-
ues namely µhi

, µsi
, and µvi

representing the mean hue,
saturation and value for ci, respectively.

If the components are sorted in descending order of their
Si values and compared with respect to their mean size
(µS), it would be clear that very large (w.r.t. to µS) com-
ponents basically represent background parts. If the back-
ground of an image is uniform then only a few number
of background components are located but this number in-
creases if non-uniformity of the background increases. A
component ci is labelled as a background component if
Si > αµS , where α is a scalar and determined dynamically.
Fig. 1(b) shows the dominant background components ex-
tracted for the image in fig. 1(a). Execution of Algorithm-
I for this image results in 16,439 connected components
which shows a mean size of 182.69 pixels and only 12 com-
ponents have been identified as background components.

Identification of these background components shows
the non-uniformity in the background of the input image.
Components representing foregrounds are much smaller in
size; however, there are various background components
which are small in size and remain unidentified at this stage.
Let l be the number of identified dominant background
components and B represents this set of l components. Let
cb (where b ∈ [1 . . . l]) be the biggest component and its
color is taken as the reference color (Bref) for background
parts. A reference foreground color (Fref) is then computed
as follows. For each component ci, (i �= b) its color dis-
tance with cb is measured and the component (say, cf ) with
the highest distance is treated as reference foreground part.
Use of Fref will be clear in the later sections.
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(a) (b) (c) (d) (e)

Figure 1. Foreground extraction: (a) input image, (b) identified dominant background components
are painted with randomly chosen colors (black pixels are part of connected components which are
either foreground/background unidentified at this stage), (c) grids formed by dominant background
components, (d) hierarchical arrangement of grids, (e) extraction results after processing of grids.

Formation of grids and their arrangement: Once the
set B is identified, the entire image is divided into several
grids. This is done by using the bounding box (bbox) in-
formation available with each component. Hence, l grids
are identified for l background components. For example,
fig. 1(c) shows the grids formed by 12 dominant background
components (shown in fig. 1(b)). Next, these grids are ar-
ranged in a hierarchical structure following a graph theo-
retic approach. Geometric layouts of the grids and the area
covered by each grid are considered for such an arrange-
ment which induces a tree structure. The Algorithm-II de-
termines the parent-child relationship between two grids.

Algorithm-II: Hierarchical arrangement of grids

Let g1, g2, . . . , gl be the list of l-grids corresponding to l back-
ground components.
Sort the grids in a descending order on the area covered by them.
for i=1 to l-1

for j = i+1 to l

if gi and gj are overlapping or contained in one another
then parent[gj ] = gi;

end if;
end for;

end for;
———————————————-

The largest grid consequently forms the root of the tree.
However, if the largest grid does not overlap or contain
other grids, the disjoint sets of overlapping (or contained
in) grids will result in. In such cases, each set of overlap-
ping grids generate a tree and final arrangement of grids re-
sults in a forest (collection of trees) structure. However, in
any case, the Algorithm-II defines a parent-child relation-
ship, if exists between two grids. Fig. 1(d) demonstrates the
tree that is formed with the grids in fig. 1(c).

Bicolor clustering: The grids are initially arranged in a
hierarchical structure to implement a grid level bicolor clus-
tering of the connected components. The constituent com-
ponents for a grid is determined by looking at their Ci(x, y)
values. The K-means algorithm is used with slight modifi-
cation for its initialization. The algorithm is initially applied
on the root grid for which one cluster is initialized with Bref
and another cluster is initialized with Fref.

For the inner grids (leaves and non-leaf nodes) of the
tree, one cluster center is initialized with the same color as
that of the background component represented by the grid
(note that each node representing a grid is originated by
a background component identified before) but the second
cluster center is initialized by the foreground color found
in the parent of the current grid. This modification in ini-
tializing the bicolor clustering algorithm introduces a bias
in the process to rapidly attract the components towards the
true foreground and background clusters. Processing of all
grids (arranged in a tree or forest) results in a binarized ver-
sion of the input image. Fig. 1(e) shows this end result for
the image in fig. 1(a).

Note that if the grids representing dominant background
components do not cover the entire image surface, some
components may remain unprocessed by the bicolor clus-
tering executed on the tree (or forest) of grids. Therefore,
a final check is done to detect unclassified connected com-
ponents and another round of bicolor clustering is executed
on them. During this execution, initialization of two clus-
ter centers is done by using (Bref) and (Fref), respectively.

3. Experimental results

As the real challenge lies in dealing with low quality doc-
uments showing different degradations due to uneven illu-
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Figure 2. Results on DjVu sample documents:: (a) and (d): Input images; (b) and (e): results obtained
(at 300 dpi) by DjVu technique; (c) and (f): results obtained by our approach.

mination, aging, scanning, etc., creation of test data puts
emphasis on this issue. At present, documents dominant in
text (printed or handwritten) are only taken into consider-
ation. The test dataset contains about 50 documents which
are broadly divided into two parts. Most of the images are
scanned at 300 dpi (a few are at 150 dpi) and images are
quite large in size (average size is about 3M pixels). Un-
der Part-I of the test set, 20 test documents are taken from
the ‘Ancient books, and Historical Documents’ category of
‘DjVu Zone Digital Library’2. Selection of these documents
enable us to compare our results with those by DjVu tech-
nique [9]. Many documents under this group are century
old, some are more than 200 years.

Part-II of the test dataset consists of 30 documents which
are color scanned from working notebooks of several fa-
mous writers of 19th and 20th century. Samples include im-
ages from working notebooks of Gustave Flaubert (1821-
1880), James Joyce (1882 - 1941), etc. Many of these
manuscripts had been written with quill or lead pencil (not
ink) and pencil marks are frequently spread over the back-
ground and very low contrast is observed between fore-
ground and background parts.

Fig. 2 shows foreground extraction results for two docu-
ments taken from Part-I of the test dataset. Figure (b) & (c)
(similarly (e) & (f)) compares the results obtained by DjVu
[9] and our proposed technique. These documents are taken
from DjVu document database where DjVu achieves good
extraction results but our results are also comparable to that
of DjVu as checked visually. However, as far as part-II doc-
uments are concerned, DjVu very often fails to properly ex-
tract the foreground parts because of very low contrast be-
tween foreground and background, whereas our method, in
major cases successfully locate the foreground elements.
Fig. 3 presents a few examples where our technique out-
performs DjVu results. An evaluation based on a quantita-

2 Freely available at http://www.djvuzone.org/djvu/antics/index.html

tive method (similar to one in [10]) is presented next.
Evaluation of foreground extraction efficiency: Since

the test documents are predominantly textual in nature,
quantification of extraction accuracy is done at two dif-
ferent levels: line and word. Evaluation of extraction re-
sults is done by manually computing the no. of lines and
words in each original image (Io) and in the correspond-
ing extracted foreground (Ie). Next, extraction efficiency
(εl: at the line level, and ηw: at the word level) is mea-
sured as, εl =

No. of lines (correctly extracted) in Ie

No. of lines in Io

and

εw =
No. of words (correctly extracted) in Ie

No. of words in Io

.
Since word boundaries are sometimes not very clear in

some images and therefore, the counts (mainly for words)
are based on manual perception only. Errors in extractions
are classified into two categories: (i) partially extraction and
(ii) completely missed. A line is partially extracted if some
its constituent words are missed, whereas extraction of a
word is partial if some constituent strokes are missed. Ta-
ble 1 presents the evaluation results for the combined set of
50 test documents. Evaluation results for DjVu technique is
presented for a comparative evaluation.

Eval. #No. Type of extraction εl or εw

level #Correct #Partial #Missed
DjVu
Our

DjVu
Our

DjVu
Our

DjVu
Our

Line 917 541

761

282

114

94

42

0.59

0.83

Word 59,631 42,934

54,264

10,007

3,636

6,690

1,731

0.72

0.91

Table 1. Foreground extraction results

Major sources behind extraction errors: Visual exam-
ination of extraction results reveals that though the proposed
approach successfully works for most of the images, in a
few cases, it fails to locate all the visible foreground parts
of an input image. It is analyzed that such problems oc-
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Figure 3. Handwritten historical manuscripts:: (a) and (d): Input images; (b) and (e): extraction re-
sults obtained (at 300 dpi) by DjVu technique; (c) and (f): results obtained by our approach.

cur more in handwritten manuscripts than in printed docu-
ments and it is mainly due to (i) very weak stroke marks, (ii)
very low contrast between a foreground stroke and its cor-
responding background and (iii) spreading of ink or pencil
marks over the background.

Bleed-through (show-through) effect impose an-
other problem. It is observed that marks present due to
show-through effect are sometimes identified as fore-
ground. However, in such cases bleed-through marks
are quite prominent and look similar (as visually per-
ceived) to the true foreground parts and therefore, identify-
ing them as foreground parts should not be judged as any
weakness of the proposed algorithm which primarily deals
with foreground extraction/binarization. Rather, some spe-
cialized technique can be used as a post-processing
method to improve binarization results for documents suf-
fered from bleed-through effect.

4. Conclusions

In this paper, an efficient approach is presented for back-
ground/foreground separation in color document images in-
cluding low quality color ones. Test set contain several sam-
ples for printed as well as handwritten manuscripts of his-
torical nature. Many of them written by famous writers and
written with quill, pencil, etc. generating low contrast be-
tween background and foreground. Results show enormous
adaptability of the proposed approach with the uneven il-
lumination or local changes in background and foreground
color. However, behavior of this algorithm for documents
riched with non-textual elements like graphics, half-tones,
etc. is considered as future extension of the present work.
Moreover, proper assessment of the extraction results needs
benchmarking and groundtruthing of foreground and back-
ground pixels in sample documents. This needs use of ex-
tensive manual intervention and hence finding an efficient
way (may be semi-automatic in nature) of achieving it could

be treated as another future direction of the current study.
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