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Abstract

This paper presents annotations needed for handwritten
archives document retrieval by content. We propose two com-
plementary ways of producing those annotations : automati-
cally by using optical document recognition and collectively
by using Internet and a manual input by users. A platform
for managing those annotations is presented as well as exam-
ples of automatic annotations on civil status registers, military
forms (tested on 60,000 pages) and naturalization decrees,
using a generic document recognition method. Examples of
collective annotations built on automatic annotations are also
given.

1 Introduction

French Archives, like other archives services, own millions
of pages of documents with handwritten information which are
difficult to access for public. Indeed a reader needs to leaf
through a uge number of pages before finding the page con-
taining an information he is looking for. In the same time a
growing number of people, like genealogists, are interested in
those documents. Archives have then a great challenge : how
can they make a public access to millions of pages of docu-
ments with handwritten information ?

They started to scan some of those documents. It produces a
digital save of paper documents, it offers the possibility of web
access, of simultaneous access and of virtual leaf through.

However, scanning is not enough, as the difficulty to find a
document is the same as on paper or microfilms : it is still nec-
essary to leaf (virtually) through a uge amount of documents
(images). Even if a page can be viewed by a user, the time
needed to find the right page is so important that those docu-
ments can be considered as unaccessible.

Systems must be defined to allow document retrieval by
content. To do so, it is necessary to associate annotations to
the images of documents. With those annotations, it is then
possible to make an automatic selection of images.

We present in this paper the kind of annotations needed for
archives retrieval by content. We propose two complementary

ways of producing those annotations : automatically by using
optical document recognition and collectively by using Inter-
net and a manual input by users. We present a platform we
developed to manage collective annotations builded on auto-
matic annotations. Those collective annotations are made by
users (if they want to) when they read a document, making
them available for the others to have a better access to docu-
ments.

In section 5, we show the application of this platform on
various documents: civil status registers, military forms of the
19th century and naturalization decrees. For each document
we present the automatic annotations we are able to produce
with DMOS, a generic document recognition method we de-
veloped. We also present the collective annotations that can
be added by users with the help of the automatic annotation.
This platform offers a uniform interface for accessing archives
documents by content.

2 Annotations

To make an image of document accessible by content, an-
notations must be associated to each image. We propose to
consider two kinds of annotations for archives :

textual annotations: a date, a place, a name, a keyword...
All kind of information on which it is interesting to make a
research. This information need to be structured, to represent
the logical structure existing in the original document;

geometric annotations: a position in the image like a cell,
a field, a zone, represented by a rectangle or a polygon.

Of course, all textual annotation can be linked to a geomet-
ric annotation. This is important, for example, to represent the
fact that a specific name is in a cell in the document. The clas-
sical problem of annotations is, before storing them, how can
we produce them?

3 Producing Annotations

3.1 Automatic Annotations

Automatic annotations are produced by optical document
recognition. On printed and recent documents, existing OCR
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systems are able to recognize almost all the text which can then
be used to build textual annotations for document retrieval. On
archives and old documents, it is more difficult because doc-
uments were not always well preserved and they can be dam-
aged (tears, blots, tape repairs, smudge. . . ). The paper could
have been stored in humid conditions making it warp. This is
a problem because a lot of documents are digitalized with a
camera without pressing the paper with a glass. Therefore, in
the image, lines are transformed into curves. With time, ink
crossed the paper making back side visible. Stamps can be
affixed onto documents. Sometimes, sheets of papers can be
pasted on documents hiding part of it. . .

When these old documents are printed, the characters are
not well printed, making difficult their recognition. We can
find some work done to access to books of the 16th century [6]
and printed documents of the 19th century [7]. But when doc-
uments are handwritten, the bad quality of documents is added
to the difficulty of handwriting recognition. This could explain
why we were not able to find, in the literature, related work on
handwritten archives document retrieval.

To produce automatically annotations on those kind of doc-
uments, it is necessary to first locate where the needed infor-
mation for retrieval is in the image of document. This location
allows to detect what part of the image contains handwriting
and what type of information is there. For example, it is im-
portant to be able to find in the image where is a name, a date,
a place. . . on which a search can be done. After this location,
it is possible to work on handwriting recognition.

To be able to detect the position of specific handwritten
text, it is important that the document is structured enough.
Therefore we can work on structured documents (section 5)
like forms, tables or less structured documents like only hand-
written text if it is graphically structured with margins, para-
graphs. . .

As the number of type of archives documents is impor-
tant, it is not possible to develop a new recognition system
for each type of document. In [1] we presented DMOS (De-
scription and MOdification of Segmentation), a generic recog-
nition method for structured documents. This method is made
of the new grammatical formalism EPF (Enhanced Position
Formalism), which can be seen as a description language for
structured documents. EPF makes possible at the same time a
graphical, a syntactical or even a semantical description of a
document. DMOS contains also the associated parser which
is able to change the parsed structure during the parsing. This
allows the system to try other segmentations with the help of
context to improve recognition.

We have implemented this method to build an automatic
generator of structured document recognition systems. Using
this generator, an adaptation to a new kind of document is sim-
ply done by defining a description of the document with an
EPF grammar. This grammar is then compiled to produce a
new structured document recognition system.

With this generator, we have been able to produce various
document recognition systems: one on musical scores, one on
mathematical formulae, one on recursive table structures. We

could even use it to make a recognition system of tennis court
in videos.

We present in section 5, application of DMOS on various
documents to automatically produce geometric annotations on
the document structure.

3.2 Collective Annotations

Some of those handwritten archives documents are really
difficult to recognize with automatic methods. Indeed, to be
able to produce an automatic annotation on handwritten text,
it is first necessary to locate where this text is in the document.
When a document is not graphically structured enough, it is
quite impossible to detect this location. Moreover the hand-
written text can be so badly written that a paleographic spe-
cialist is needed to read it or to propose an hypothesis of read-
ing.

Therefore we propose to complete the automatic annota-
tions by manual annotations. To avoid a systematic manual
input which is tedious, time consuming and costly, we pro-
pose to produce collectively those manual annotations by the
readers themselves. For a reader, it is not time consuming to
input some annotations during his reading. All the annotations
are put together, making them available for other readers to
improve their access by content to documents, even if the doc-
uments are very difficult to read. As the number of readers is
important, the number of annotations can grow very fast if a
tool to manage them exists, and if the process is initiated with
automatic annotations.

4 A platform for image document annotations

We defined a platform on Internet to consult images of
archives documents, and retrieve documents by content. This
platform propose a way to use and manage automatic and col-
lective annotations.

4.1 Related Work

Related work on annotations is mainly around XML and
RDF (Resource Description Framework). RDF [9] is a foun-
dation for processing metadata; it provides interoperability be-
tween applications that exchange machine-understandable in-
formation on the Web. RDF metadata can be used in a variety
of application areas. Thus, for example, it is possible to make
annotations on XML documents.

Annotea [5] is a project from the W3C for shared annota-
tions. By annotations they mean comments, notes, explana-
tions, or other types of external remarks that can be attached
to any Web document or a selected part of the document with-
out actually needing to touch the document. When the user
gets the document he or she can also load the annotations at-
tached to it from a selected annotation server or several servers
and see what his peer group thinks. They use an RDF based
annotation schema for describing annotations as metadata and
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XPointer for locating the annotations in the annotated docu-
ment. Those annotations are well adapt to associate informa-
tions to an XML document at a precise location in a document.
On images we need the same kind of functionality : to be able
to associate an annotation to a precise location in the image.

Photo-RDF [3] is a project for describing and retrieving dig-
itized photos with RDF metadata. RDF schemas have been de-
fined or used to associate various informations to photos: title,
date, camera, lens. . . The problem of this Photo-RDF is that it
is not possible to associate a precise location in the image. It
is only possible to associate it to the complete image.

Hunter and Zhan propose to embed metadatas in PNG
files [4]. The metadatas are also described with RDF. In this
schema, it is possible to define a region in the image. The re-
gion is described with an identifier, a title, some text descrip-
tion and the coordinates of the region. Even if this offers the
possibility to associate an annotation to a precise position in
the image, this region position can be seen as an attribute of
a textual annotation. For document retrieval, we need to con-
sider that a region position in a document is an annotation as
well as a textual annotation and not only an attribute.

Multivalent annotations [8] offer a framework for annota-
tions on documents of various source format: scanned doc-
uments images, HTML, DVI. . . But a position is not either
considered as an annotation: lenses (geometric region annota-
tions) give a way to transform the document under a rectangle
but are not the rectangle.

4.2 Description of the platform

Therefore we propose to build a platform for archives doc-
ument retrieval which could deal with textual and geometric
annotations at the same level. Moreover this platform is able
to create relations between textual and geometric annotations
to specify that a textual information is at this specific location
in the image of document. As various textual informations can
be found in the same location, it is important to be able to rep-
resent as much as necessary links between textual annotations
and geometric annotations. In an another way, a textual an-
notation can be linked to different locations in different pages
of document e.g. in different images. So it is not possible to
embed the annotations with the image. They have to be stored
externally from the image like it is done in Annotea for Web
documents.

We choose to develop the platform with a classical architec-
ture: a web server (Apache) with a servlet container (TomCat);
the Java servlet access to a relational database (PostGreSQL)
to store annotations and send them to the client: a java ap-
plet running in a web browser (figure 1). We choose to use
XML and RDF for importing or exporting annotations from
the database.

To be as generic as possible on archives documents re-
trieval, we consider that an annotation is the smallest infor-
mation that can be independently added, automatically with
document recognition or manually by a reader. This smallest
information is a non-structured textual annotation (a name, a

Figure 1. One interface to consult, annotate, re-
trieve archives documents

date. . . ) or a non-structured geometric annotation (a rectangle,
a polygon. . . ). Those annotations can then be structured logi-
cally (for example a birth certificate contains a name, a date, a
place. . . ) or physically (a register is made of images of double
pages which contains two pages. . . ). One or several textual
annotation can be associated to one or several geometric anno-
tation. Therefore we propose to consider an annotation as the
following informations: [annotation id; creator of annotation;
date of creation; type of annotation; data (a name, rectangle
coordinates. . . ); logical reference; physical reference; number
of confirmation (increment when a reader, different from the
creator, confirms this annotation)]. The allowed types of anno-
tation are defined in a DTD configuration file which describe
the structure of annotations allowed for the kind of document
store in the database.

To be able to represent that a logical structure annotation
(like a birth certificate) can be linked, for example, to three ge-
ometric annotations (rectangles) on three following pages, we
need to store the link between annotations : [physical annota-
tion id; creator of annotation; date of creation; logical annota-
tion id].

With this representation of annotations and with the plat-
form, on a web browser, a user can leaf through images of
archives documents. When a page is displayed, all the associ-
ated annotations are presented on the interface: geometric an-
notations are drawn on the image, the textual annotations are
presented in tabs for the nodes of the structure of annotations
(a marriage certificate. . . ) and in field boxes for the leaves
(name, date. . . )(figure 1). The reader can consult annotations,
add or modify annotation (if he has the right to), but is limited
by the allowed annotation structure given by the DTD configu-
ration file, according to the kind of document. The system can
also store various interpretation if readers do not agree.

Structured search or full text search is possible on all the
annotations whatever the way they have been produced: auto-
matically or manually. We present in the next section examples
of use of this platform on various kinds of archives documents.
We show the interest of automatic annotations and the comple-
mentary of the automatic and manual annotations.
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5 Examples of Archives Documents

5.1 Register of births, marriages and deaths

Automatic Annotations Those documents are really diffi-
cult to automatically annotate, due to the weak structure and
the poor quality of the handwritten text. The documents are
scanned by double pages. We defined a grammar in EPF de-
scribing the notion of page. With the DMOS method we have
been able to produce a recognition system which detect the po-
sition of each page and produce automatic annotations. A first
test has been done on 1,407 images of double pages: 99.4%
have been correctly detected with 0.6% of reject.

With these page annotations, a reader can leaf through a
register page by page with a zoom automatically adapted on
the page, making the reading more comfortable.

Figure 2. Automatic page annotations on a dou-
ble page of a register of births and marriages

Collective Annotations On those pages, collective annota-
tions can be added: the type of certificate (birth, marriage. . . );
for a birth, annotations can be for example: name and sur-
name of the child, place of birth, name of the mother, name of
the father. . . The position of the certificate can be defined by
the reader or just be associated to the automatic annotation of
page. Of course there is no obligation of filling all the fields.

5.2 Register of Military Forms

Automatic Annotations These documents are made of quite
damaged military enrollment form of the 19th century, the size
of the cells change from year to year, there is a lot of pasted
sheets of paper which hide the form structure, we can find
stamps on it, ink can cross the paper. . . . We then have defined
a specific EPF grammar which can take into account those dif-
ficulties.

From this specific (and small) EPF grammar, we automat-
ically produced a new recognition system. We have first suc-
cessfully tested this recognition system on 5,268 images [2].
Then we made another test, without changing the grammar, on
60,223 forms. The system rejected only 0.4% of pages (259)
which are so damaged that they even can not be processed by a
human operator (missing parts, wrong documents. . . ). On the

59,964 remaining ones, the system did not make any mistake
in the recognition of their structures: it allowed us to recognize
correctly the complete structure of 99.6% of them, with abso-
lutely no false recognition. Only 0.4% of forms were rejected
because of their structural incorrectness (due to physical de-
fects). We considered a structure recognition as correct when
the borders of the needed cells are positioned with a precision
of one millimeter. An example of the structure recognition is
given in figure 3. Each cell produce an automatic annotation:
a geometric annotation (the polygon of the cell) and a textual
annotation (the name of the cell).

In those military forms, some cells may contain medical
informations which are protected during 150 years. These in-
formations make impossible a public diffusion of the forms.
But with the automatic annotations, it is possible to automati-
cally hide the medical cells on the platform of annotation. The
documents can now be presented to the public.

As we can get the precise position of each cell we are cur-
rently working on the recognition of handwritten fields (like
the name) to produce automatic annotations on them.

(a) Example of mil-
itary form with the
added sheets of paper

(b) Recognized
structure even when
it is partially hidden

Figure 3. Example of automatic annotation (us-
ing DMOS) on military forms

Collective Annotations By changing the DTD file on the
platform, it is possible to specify the allowed annotations on
these military forms. For example, the cell containing some
birth information or the cell containing a physical description
of the person, could be collectively annoted. The user will have
to select the cell (an automatic annotation) to zoom on it and to
associate to it some textual annotations. All those annotations
could then be used for a future query by another reader.

5.3 Naturalization Decrees

Automatic Annotations These documents are from the end
of the 19th century and the beginning of the 20th century. They
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are unique documents which are for some people the only one
which can justify their French nationality. A decree is usually
made of around ten pages. They are fully handwritten or some-
times fully typewritten. They are organized in tow columns
with paragraphs where each paragraph concerns one person.
His name is usually the first name in the paragraph. To re-
trieve the decree concerning one person is very tedious: the
reader needs to leaf through all the pages of all the decrees.

Compares to the military forms, the structure is very weak
because only made of the organization in paragraphs of the
handwritten text. Due to the genericity of the DMOS method,
we have been able to define an EPF grammar describing the
organization of decrees in handwritten text-line, in paragraphs
and columns, only with the help of the connected components
detected in the image.

From this description, by compilation, a recognition system
have been produced, which is able to detect the position of the
name and the file number. These positions are the automatic
annotations which are added in the platform. With these an-
notations the platform can present a table with only images of
the file number and the name. This allows a really faster leaf
through a decree.

Collective Annotations When a reader found the name he
was looking for, the platform presents the original page with
all the existing annotations. The reader can then leaf though
the original pages and if he wants, add some collective anno-
tation like the name or the date of birth. . . .

6 Conclusion

We presented in this paper a platform to improve the access
by content on archives documents with handwritten text. To
make this access, annotations are needed. We showed that an-
notations for archives documents can be geometric or textual.
The platform we propose to manage annotations, presents the
interest of producing annotations in two complementary ways:
automatically with document recognition and collectively with
the help of the readers during their reading.

The different documents (civil status registers, military
forms and naturalization decrees) on which we present the an-
notation platform shows the importance of a generic system
for document recognition. With the DMOS method we have
been able to produce new recognition systems with a mini-
mum development work. We had to describe the documents
with the EPF language to get by compilation new systems.
The DMOS method has been tested on 60,000 pages of mil-
itary forms. Moreover DMOS can be applied on structured
documents as well as on less structured documents, like the
naturalization decrees.

The platform on annotations and the complementarity of
automatic and collective annotations are important to make ac-
cess by the content on handwritten documents even if they are
difficult to read. Depending of the difficulty of the document,
the part of the automatic annotations is more or less important.

(a) Automatic annotations on
image: file number and name
positions

(b) Table of sub-images to
improve the leaf through

Figure 4. Example of automatic annotations (us-
ing DMOS) on naturalization decrees
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